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Robust Multi-task Learning and Online Refinement for Spacecraft Pose
Estimation across Domain Gap

Tae Ha Park∗ and Simone D’Amico†

This work presents Spacecraft Pose Network v2 (SPNv2), a Convolutional Neural Network (CNN) for pose
estimation of noncooperative spacecraft across domain gap. SPNv2 is a multi-scale, multi-task CNN which
consists of a shared multi-scale feature encoder and multiple prediction heads that perform different tasks on a
shared feature output. These tasks are all related to detection and pose estimation of a target spacecraft from
an image, such as prediction of pre-defined satellite keypoints, direct pose regression, and binary segmentation
of the satellite foreground. It is shown that by jointly training on different yet related tasks with extensive
data augmentations on synthetic images only, the shared encoder learns features that are common across
image domains that have fundamentally different visual characteristics compared to synthetic images. This
work also introduces Online Domain Refinement (ODR) which refines the parameters of the normalization
layers of SPNv2 on the target domain images online at deployment. Specifically, ODR performs self-supervised
entropy minimization of the predicted satellite foreground, thereby improving the CNN’s performance on
the target domain images without their pose labels and with minimal computational efforts. The GitHub
repository for SPNv2 is available at https://github.com/tpark94/spnv2.
keywords: Vision-only navigation, Rendezvous, Pose estimation, Computer vision, Deep learning,

1. Introduction

Monocular-based pose estimation of a noncoopera-
tive spacecraft has been a topic of research interest
in recent years due to its applicability to various fu-
ture mission concepts that address sustainability of
the near-Earth space, such as refueling space assets37

and active debris removal.12 In such scenarios, an
autonomous servicer spacecraft could generate safe
and fuel-efficient rendezvous and docking trajecto-
ries based on real-time estimated pose of the target
relative to the servicer. The pose information can
be extracted from a sequence of images captured by
the monocular camera, a low Size-Weight-Power-Cost
(SWaP-C) sensor that is particularly suitable to the
limited on-board capacity of small satellites such as
CubeSats.

In recent years, Machine Learning (ML) techniques
based on Convolutional Neural Networks (CNN) have
been extensively studied for the application of space-
borne computer vision and especially pose estima-
tion,2,6, 7, 33 especially with the advent of the Space-
craft PosE Estimation Dataset (SPEED)39,41 and the
international Satellite Pose Estimation Competition
(SPEC2019)18 co-organized by the Advanced Con-
cepts Team (ACT) of the European Space Agency
(ESA) and the Space Rendezvous Laboratory (SLAB)
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at Stanford University. SPEED consists of 15,000
synthetic images of the Tango spacecraft from the
PRISMA mission9,10 and 300 Hardware-In-the-Loop
(HIL) images captured from the Testbed for Ren-
dezvous and Optical Navigation (TRON) facility at
SLAB.30 It allows the community to benchmark pose
estimation performance and compare different meth-
ods on a unified set of test data with consistent met-
rics. However, spaceborne images have fundamen-
tally different visual properties compared to computer-
generated synthetic images, so CNN performance on
synthetic images does not translate to the equal level
of performance on spaceborne images encountered dur-
ing a mission. Known as domain gap in literature,1,35

addressing the performance gap between training and
testing data from different distributions is an active
field of research in a wide range of deep learning ap-
plications. However, addressing domain gap in space-
borne applications is extremely difficult compared to
terrestrial applications such as autonomous driving,
since access to space is prohibitively expensive for
data collection and road tests. While SPEED’s HIL
images are designed as surrogates of spaceborne im-
ages, they lack in quantity and diversity in pose labels
and illumination conditions to comprehensively evalu-
ate the generalization capability of the CNN models
across different image domains.

To address this issue, SPEED+31,32 has been re-
cently introduced with two distinct HIL image do-
mains, lightbox and sunlamp, that are captured
from the upgraded TRON facility at SLAB.30 The
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lightbox domain consists of 6,740 images of the half-
scale mockup model of the Tango spacecraft illumi-
nated with albedo lightboxes to simulate diffuse light
in the Earth’s orbit, whereas the sunlamp domain con-
tains 2,791 images of the same model illuminated with
a metal halide arc lamp to simulate direct sunlight.
With augmented realism of the visual characteristics
of the HIL images, SPEED+ allows for a compre-
hensive analysis of the robustness of the CNN models
trained exclusively on synthetic images. The SPEED+
dataset was used in the second international Satellite
Pose Estimation Competition (SPEC2021)‡ with em-
phasis on bridging the performance gap between the
synthetic training and HIL test images.

This paper introduces Spacecraft Pose Network v2
(SPNv2), the SLAB’s solution to resolving the domain
gap in SPEED+ and beyond. Similar to its prede-
cessor39,40 which consists of the shared AlexNet20

backbone and multiple heads for bounding box de-
tection, attitude classification and residual regression,
SPNv2 is a multi-scale, multi-task pose estimation
CNN with a shared feature encoder and prediction
heads that perform various tasks such as bounding
box detection, pose regression, heatmap prediction
and spacecraft foreground segmentation. These tasks
are different yet rely on common information such
as the target’s geometry and pose. Therefore, jointly
training SPNv2 on those tasks forces the shared en-
coder to learn such common information, which also
translates across different image domains, instead of
any task-specific features that may also be particular
to the synthetic image domain.

Training SPNv2 consists of two stages:

1. offline robust training, which trains exclu-
sively on the SPEED+ synthetic training set
with extensive data augmentation to make CNN
as domain-invariant as possible, and

2. online domain refinement, which refines the
feature encoder of SPNv2 on unlabeled test im-
ages by minimizing the Shannon entropy38 on
the segmentation task.

The motivation of the Online Domain Refinement
(ODR) stage is that, despite the realism of SPEED+
HIL images, there still remains an inherent gap be-
tween the lightbox, sunlamp and spaceborne do-
mains. Naturally, while good performances on SPEED+
HIL domains suggest good generalization capability
of the CNN models, it does not necessarily translate
to an equal level of performance on the spaceborne
images. Therefore, the second stage aims to directly
incorporate the test or target domain images into the

‡https://kelvins.esa.int/pose-estimation-2021/

training procedure, so that the CNN model parame-
ters are influenced by the exact images on which it is
designed to function. While this paper performs ODR
on SPEED+ test domains, the same strategy can be
applied to spaceborne images acquired during mis-
sions. Note that ODR is source-free, i.e., it does not
require simultaneous access to the large-scale training
data for adaptation, which complies with the mem-
ory and computational constraints of the on-board
avionics.

It is shown that the offline training of SPNv2 alone
provides remarkable performance on SPEED+ HIL
domains compared to the baseline studies,32 with
translation errors around 22cm / 23cm and orientation
errors about 8.0◦ / 10.4◦ for lightbox and sunlamp,
respectively, for a larger, batch-agnostic variant of
SPNv2. ODR further refines the translation error by
another 6 cm / 7 cm and orientation error by 2.4◦

/ 0.6◦ on lightbox and sunlamp, respectively, after
observing 4096 unlabeled images. Extensive analyses
are performed on both offline training and ODR to
articulate the factors contributing to this success.

This paper is organized as follows. Section 2 de-
scribes related state-of-the-art for different compo-
nents of the proposed methods. Then, Sections 3 and
4 explain the proposed SPNv2 architecture, offline
training procedure, and ODR. Section 5 examines
the experimental results of both offline training and
ODR, and Section 6 discusses limitations and future
directions. The paper ends with concluding remarks
in Section 7.

2. Related Work

Spacecraft Pose Estimation The first ML-based
approach to pose estimation of a known target space-
craft is Spacecraft Pose Network (SPN),39,40 which
performs relative attitude determination via a hy-
brid approach of attitude classification and regression
and performs translation estimation by exploiting the
perspective transformation and geometric constraints.
Afterwards, many top-performing entries of SPEC2019
have shown diverse CNN architectures and pose es-
timation strategies, such as probablistic orientation
estimation via soft classification36 or estimation of
a set of designated keypoints on the spacecraft sur-
face via direction regression33 or heatmaps.7 Specifi-
cally, the estimated 2D keypoints can then be used in
Perspective-n-Point (PnP)22 to recover full 6D pose.
Many CNN models that followed the competition also
adopt similar strategies as well.2,6 Due to the lim-
itation of SPEED and other proposed datasets for
spacecraft pose estimation, these CNN models are de-
signed to drive performance on synthetic images that
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Fig. 1: The pose estimation CNN architecture based on the EfficientNet45 backbone, the Bi-directional
Feature Pyramid Network (BiFPN), and multi-task head networks shared by the features at all scales.

have vastly different visual characteristics compared
to spaceborne images.

Domain Gap in Space Domain gap1,13,35 is a
ubiquitous problem for any real-life applications of
ML models. However, addressing domain gap in space-
borne vision applications is extremely challenging due
to the inaccessibility of space for even a small-scale
data collection. This barrier prevents a comprehensive
evaluation of the trained model on the spaceborne
images on which the model should demonstrate robust
performance prior to deployment. Therefore, existing
works have performed evaluation on a handful of space-
borne images from the previous missions2,33,36,40 or
captured in a high-fidelity simulation environment
with a physical model of the target satellite.18,32,34

In these cases, the CNN models are trained on abun-
dant synthetic images with extensive data augmen-
tation or domain randomization47 to render them as
domain-agnostic as possible. However, their evalua-
tion on spaceborne or other physical image domains
lacks comprehensiveness due to the limited sample
quantity, and they often lack in-depth analyses on
the factors that attribute to successfully bridging the
domain gap.

Source-Free Domain Adaptation Another con-
sequence of inaccessibility of space is that the solution
precludes many conventional domain adaptation algo-
rithms13,43,48 that assume simultaneous availability

of both labeled source and unlabeled target domain
data. In reality, the spaceborne images are only avail-
able during missions in space, thus performing domain
adaptation on-board the spacecraft with loaded source
data is simply not feasible given the computational
and memory limitations of satellite avionics. Exist-
ing source-free domain adaptation methods would
leverage generative models during offline training,21,23

pseudo-labeling and information maximization,25 en-
tropy minimization,49 and so on. Test-Time Training
(TTT)27,44 jointly optimizes the main task (e.g., clas-
sification) and a Self-Supervised Learning (SSL) task
from a shared feature encoder. Then, at test time, the
encoder parameters are updated via self-supervised
learning on the target domain samples. While it is
a new paradigm to source-free domain adaptation,
TTT requires an additional head for SSL that is often
hand-designed by users (e.g., rotation prediction,15

jigsaw puzzle29) or requires a large batch of negative
sample pairs as is the case for contrastive learning.8

Instead, this work minimizes entropy of the predicted
satellite foreground and localizes the gradient update
to the affine transformation parameters of the batch
normalization layers,24,49 which does not require an
additional self-supervised proxy task and minimizes
the computation incurred during backpropagation.
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3. Offline Robust Training

This section describes the offline robust training
of SPNv2 on the synthetic dataset, which is achieved
by combination of a multi-scale, multi-task CNN ar-
chitecture design, extensive data augmentation and
domain randomization.

3.1 Multi-Scale, Multi-Task Architecture

The main SPNv2 architecture visualized in Figure
1 closely follows EfficientPose3 based on the Efficient-
Det46 feature encoder, which comprises the Efficient-
Net45 backbone and Bi-directional Feature Pyramid
Network (BiFPN) to fuse features from different scales.
Then, the output of the shared feature encoder is fed
into different prediction heads. Following the original
design, the EfficientPose (hE) head consists of the
subnets for binary classification of the object pres-
ence, bounding box prediction, target rotation and
translation regression. In this work, two additional
prediction heads are added: the Heatmap (hH) head
which predicts the 2D heatmaps associated with each
pre-designated keypoints on the spacecraft surface,
and the Segmentation (hS) head for pixel-wise bi-
nary segmentation of the spacecraft foreground. The
motivation for the proposed architecture is that the
multi-task learning5 of related tasks could improve the
generalization capability by suppressing the shared
encoder from learning any task-specific features. By
jointly training on related yet different tasks, the en-
coder would instead learn features that are common to
those tasks, such as the spacecraft geometry and pose.
Note that these features are also common across dif-
ferent image domains; therefore, learning them would
also improve generalization from synthetic training to
spaceborne test images. Henceforth, SPNv2 with hH,
hE, and hS is referred to be in full configuration.

Similar to EfficientPose,3 the convolutional parame-
ters in the prediction heads are shared across different
scales. The layouts of both the BiFPN feature fu-
sion network and individual heads depend on the
EfficientNet scaling parameter φ.45 The rotation and
translation networks in hE also include the iterative
refinement subnets whose layouts depend on φ as de-
signed in the original work.3 The inputs to hE are
the level 3-7 feature outputs from BiFPN, where level
n feature has the resolution downscaled from the in-
put image by a factor of 2n. The subnets of hH and
hS mimic the structure of the bounding box subnet
except the output dimension. However, in contrast
to hE, these heads instead use high-resolution level 2
feature output for predictions, following the practices
of the original EfficientDet46 for semantic segmenta-
tion. Therefore, BiFPN is extended to always fuse

Fig. 2: Visualization of a 4D feature map tensor across
N batches, C channels, H×W spatial resolution in
BN (left) and GN (right) layers. The pixels in blue
are normalized by the same mean and variance.
Diagram from Wu & He.50

the level 2-7 features, and the intermediate layers of
these heads have the dimension min{2Wbifpn(φ), 256},
where Wbifpn is the width of the BiFPN outputs at
each level. The readers are referred to Tan et al.46

and Bukschat & Vetter3 for details on different feature
levels and the scaling parameter φ.

3.2 Normalization Layers

The original implementation of EfficientPose3 uti-
lizes Group Normalization (GN) layers50 throughout
the entire network, which is a batch-agnostic alterna-
tive to the commonly employed Batch Normalization
(BN) layers.16 As shown in Figure 2, BN normalizes
the features across N images with the approximate
mean and variance of the features across all images
in the image domain, which are estimated using run-
ning average of the batch-wise feature statistics during
training. On the other hand, GN normalizes the fea-
ture across a group of G channels per each image
using the statistics of the incoming features. Since the
normalization procedure does not stretch across the
batch of images, GN is a completely batch-agnostic
layer. Wu & He have demonstrated that a CNN with
GN layers can show equivalent or better performance
on a number of benchmark computer vision tasks
than a CNN with BN layer.50 The independence from
batch-wise information means a CNN with GN layers
can be trained on single images instead of batches in
a training environment with limited computational
capabilities. Moreover, as explained in Section 4 and
shown in Section 5 later, the batch-agnostic nature
of GN layers favors the online refinement procedure
against the new image domain.

In this work, the prediction heads of SPNv2 use
GN layers with 16 channels per group following the
implementation of EfficientPose.3 However, for the
EfficientNet backbone and the BiFPN layers, both
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Table 1: List of data augmentations and equivalent commands in Albumentations.4 Each augmentations are
activated with 50% probability.

Augmentation Commands

Brightness & Contrast RandomBrightnessContrast

Random Erase52 CoarseDropout

Sun Flare RandomSunFlare

Blur OneOf(MotionBlur, MedianBlur, GlassBlur)
Noise OneOf(GaussNoise, ISONoise)

Fig. 3: Example image, its stylized version, and visualization of different augmentation techniques.

BN layers and GN layers with the group size 8 are
implemented and evaluated for its contribution to
resolving the domain gap.

3.3 Training Losses

Training hE partially follows the original implemen-
tations of EfficientPose3 with a total of 9 anchor boxes
of aspect ratios {0.5, 1, 2} at scales {21/3, 22/3, 2}.
The classification subnet employs the focal loss26 with
α = 0.25 and γ = 2.0. Unlike EfficientPose, the
bounding box subnet training minimizes the complete
Intersection-over-Union (IoU) loss,51 and the rotation
and translation prediction subnets jointly minimize
the SPEED score (Epose)

18 defined as

Epose = ER(R̃,R) + ET(t̃, t)/‖t‖, [1]

where, given the predicted and ground-truth rotation
matrices and translation vectors (R̃, t̃) and (R, t), the
rotation error ER and the translation error ET are
respectively defined as

ER(R̃,R) = arccos
tr(R>R̃)− 1

2
, [2]

ET(t̃, t) = ‖t̃− t‖. [3]

The SPEED loss is then the sum of the rotation er-
ror in radians and translation error normalized by
the ground-truth distance. Since SPEED loss is the
official performance metric of the Satellite Pose Es-
timation Competition (SPEC), it is a natural choice
of loss for the pose regression tasks. Note that while
the EfficientPose implementation regresses the axis-
angle representation of the orientation, the rotation
subnet in this work instead regresses the 6D repre-
sentation studied by Zhou et al.,53 whose continuous
property has shown to outperform other parametriza-
tion methods in rotation regression tasks. With the
6D representation as a pair of 3D vectors (r1, r2), the
rotation matrix R = [R1 | R2 | R3] can be recovered
column-wise via

R1 = N(r1)

R2 = N(r2 − (r1 · r2)r1)

R3 = R1 ×R2

[4]

where N(·) is a normalization operator.
Finally, hH minimizes the pixel-wise mean squared

error loss against the ground-truth heatmaps centered
around each visible keypoints. hS minimizes the pixel-
wise binary cross entropy loss. All losses are optimized
simultaneously with equal weights.
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Fig. 4: Visualization of complete workflow of offline training, pose inference, and ODR. The lock diagram
indicates that the parameters of the corresponding component are fixed.

3.4 Data Augmentation

SPNv2 is trained with extensive data augmenta-
tion42 to mitigate the overfitting to the synthetic
images. The augmentations are implemented with
the Albumentations library,4 and the list of employed
augmentations and their equivalent Albumentations
commands are provided in Table 1. Each of the aug-
mentations are activated with probability 0.5. Note
that when applying blur, either motion blur, median
blur, or Gaussian blur is applied with equal probabil-
ity, and likewise for applying noise as well. Moreover,
random erase52 and sun flare augentations, which sim-
ulate the occlusion of satellite parts due to extreme
shadowing or the sun lamp’s direct sunlight, are imple-
mented after modification to localize the effect within
the bounding box of the target satellite instead of the
entire image frame.

In addition to the standard data augmentation
techniques, style augmentation17 is employed to ran-
domize the style and inherent texture of the synthetic
spacecraft via neural style transfer,14 as done in the
SPEED+ baseline studies.32 An example training
image, its style-augmented version, and employed
augmentation techniques are visualized in Figure 3.

4. Online Domain Refinement

While the offline robust training on synthetic im-
ages could improve the generalizability across different
spacecraft image domains, its performance during real
missions lacks fundamental guarantee as the space-
borne images have never been integrated into the
offline training procedure. Therefore, as the space-
borne images of the target become available during
the rendezvous phase, SPNv2 can be refined on the
target domain images on-board the spacecraft avionics.
Considering the on-board hardware limitations, there
exists a number of constraints that must be met for a
fully mission-compliant ODR method; specifically, it
must be

1. source-free, i.e., the satellite only has access to
a model trained offline on synthetic data;

2. sequential, i.e., it must not wait to collect a large
batch of samples to perform refinement while
withholding predictions;

3. computationally efficient, i.e., any learning com-
ponents must be minimized or restricted to a
small subset of the entire CNN.

This paper adopts and modifies TENT49 to minimize
Shannon entropy38 on the pixel-wise binary classi-
fication of the segmentation head. Specifically, the
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gradient updates are restricted to the affine trans-
formation parameters of the normalization layers of
the shared feature encoder of SPNv2. If the encoder
contains the BN layers, the ODR must re-estimate
the batch-wise feature normalization statistics as well.
Unlike TENT which normalizes the features using
the input batch statistics, the proposed method con-
tinuously updates the running statistics of the BN
layers after every B images in a manner similar to
AdaBN.24 If the encoder instead consists of the GN
layers, then the process of estimating the batch-wise
statistics can be omitted altogether. The proposed
ODR is also similar to TTT27,44 in that both works
are essentially multi-task learning, and the network
parameters are updated only in the shared feature
encoder. However, unlike TTT which updates the
entire encoder parameters, ODR only updates the
affine transformation parameters of the normalization
layers that are only a small fraction of the entire set
of learnable parameters. Moreover, TTT introduces
additional layers for the unsupervised task which must
be trained from scratch and could take a while for the
training to stabilize, whereas ODR simply refines the
already trained parameters.

The complete workflow of ODR is visualized in Fig-
ure 4 along with the offline training and pose inference
stages for comparison. The offline training updates
the parameters of the entire network, including the
shared feature encoder (f) and the prediction heads
(hE, hH, hS), by minimizing the sum of losses from all
heads, i.e., `E + `H + `S . Then, at inference, only the
outputs of hH and hE are used to predict the pose.
Meanwhile, ODR does not involve hH and hE, but
instead minimizes the entropy loss `ent only through
hS on the target domain images. During ODR, the
parameteres of the prediction heads are locked, and
only the affine transformation parameters of the BN
or GN layers in f are updated.

4.1 Entropy Minimization

ODR minimizes Shannon entropy on hS. In classifi-
cation tasks, entropy minimization encourages the
predicted probability distribution to have distinct
peaks, effectively enhancing the confidence in pre-
dicted classes. Mathematically, let θf denote the set
of all learnable parameters in the feature encoder, and
θS denote the same for the segmentation head. Let
θnormf ⊂ θf denote the set of parameters associated
with the normalization layers of the feature encoder.
Then, the refinement procedure amounts to solving

min
θnorm
f

1

n

n∑
i=1

`ent(xi;θf ,θS), [5]

where {xi} are the unlabeled target domain images,
and the entropy loss is given as

`ent(xi;θf ,θS) = −
∑
p

σ(ŷi,p) log σ(ŷi,p), [6]

where ŷi = hS(f(xi)) is the output logit of the pre-
dicted segmentation map, ŷi,p is the p-th pixel of ŷi,
and σ(·) is a pixel-wise sigmoid function.

4.2 Normalization Layer Parameter Updates

As explained, only the affine transformation pa-
rameters of the normalization layers of the feature
encoder are updated through backpropagation during
ODR. Formally, let (zinj , z

out
j ) denote the input and

output features of the j-th normalization layer in the
feature encoder f . A normalization layer modulates
and updates the feature according to

zoutj,c = Norm(zinj,c) = γj,c

(
zinj,c − µ

σ

)
+ βj,c, [7]

where zinj,c denotes the input feature vector at c-th

channel, (µ, σ2) are the feature mean and variance
applied across the batch of size N for BN or across
some G channels for GN, and (γj,c, βj,c) are the affine
transformation parameters of the j-th normalization
layer associated with c-th channel of the input feature.
Then, the set of refinement parameters, θnormf , consists
of the affine parameters (γ, β) of all normalization
layers in f , i.e., θnormf = {γj,c, βj,c}.

In this work, if the BN layers are used to construct
the encoder, then the feature mean and variance at
each BN layer, which should approximate those of the
features across the entire target domain, are updated
online every B images as running averages according
to

µ(i+1) = mµ(i) + (1−m)µB ,

σ2
(i+1) = mσ2

(i) + (1−m)σ2
B ,

[8]

where m ∈ [0, 1] is a momentum hyperparameter,
(µ(i), σ(i)) are the current running averages of feature
statistics, and (µB , σ

2
B) are the new observed feature

statistics over the most recent B images. The key
difference against the conventional BN is that the
samples are not processed in batches due to memory
limits; they are instead processed sequentially, and
the batch mean and variance are updated online19 as
done for AdaBN.24

5. Experiments

This section describes the experimental procedures
and results for both offline robust training and online
domain refinement.
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Fig. 5: Example images from different domains of SPEED+. Figure from Park et al.32

5.1 Dataset

SPNv2 is trained and evaluated on SPEED+31,32

which comprises data from three distinct domains:
synthetic, lightbox and sunlamp. The synthetic

domain consists of 59,960 computer-generated images
of the Tango spacecraft from the PRISMA mission.10

On the other hand, lightbox and sunlamp respec-
tively contain 6,740 and 2,791 Hardware-In-the-Loop
(HIL) images of the mockup model of the same space-
craft captured in the high-fidelity robotic simulation
environment of the Testbed for Rendezvous and Op-
tical Navigation (TRON) facility at the Space Ren-
dezvous Laboratory (SLAB) of Stanford Univerisity.
Specifically, the lightbox images are simulated with
a set of calibrated lightboxes emulating the diffuse
light in Earth’s orbits, whereas the sunlamp images
are illuminated with a metal halide arc lamp to mimic
the direct sunlight commonly encountered in space.
Figure 5 provides visualization of a few samples from
each domain. For more information on SPEED+, the
readers are referred to Park et al.32 In addition to
SPEED+, the binary masks for the synthetic images
are created in order to train SPNv2 for the segmen-
tation task. SPNv2 is also evaluated on prisma25

which contains 25 labeled spaceborne images of Tango
acquired during the rendezvous phase of the PRISMA
mission.9,10

In this work, the synthetic domain’s training
and validation sets are used exclusively for offline
robust training of SPNv2. Then, each lightbox and
sunlamp unlabeled images are used for ODR. This
practice resembles the real-life mission constraint,
where images from the target domain are used only
when that domain becomes operationally available.
The prisma25 images are not used for ODR and re-
served only for evaluation of offline training since its
quantity is severely limited for ODR.

5.2 Metrics

For bounding boxes predicted by hE, the standard
IoU metric is used. For pose solutions regressed by
hE and computed via Perspective-n-Point (PnP)22

from the keypoints predicted from hH, rotation error
(ER) in degrees (Eq. 2), translation error (ET) in
meters (Eq. 3), and SPEED score (Eq. 1) are reported.
Note that when evaluated on SPEED+ lightbox

and sunlamp samples, the modified SPEED score
(E∗pose)

32 is used to zero out the errors smaller than
the thresholds based on the TRON calibration, i.e.,
for individual sample,

E∗pose =


0 if ER < 0.169◦ and

ET/‖t‖ < 2.173mm/m,

Epose otherwise

[9]

where ‖t‖ is the ground-truth distance to the target.

5.3 Implementation Details

In all offline experiments on the synthetic domain,
SPNv2 is trained with the AdamW28 optimizer with
the initial learning rate of 1× 10−3 which decays by
the factor of 0.1 after 15 and 18 epochs. The training
lasts 20 epochs (i.e., trains on the entire training set 20
times) for all but a configuration with only hH, which
is trained for only 10 epochs since heatmap prediction
is easier to learn. The input image is resized to 768
× 512, which minimizes the loss of information due
to excessive downscaling and has an approximately
matching aspect ratio compared to the original 1920
× 1200 images. Note that unlike existing methods for
spacecraft pose estimation,7,33,39 no separate object
detection network is used to detect and crop out the
region-of-interest around the spacecraft in advance
before feeding it to the pose estimation network. The
reason is that, unlike SPEED whose farthest image
is nearly 40 m away, SPEED+ data are limited to
maximum 10 m separation, so the shape of the farthest
spacecraft can still be recognized at high enough image
resolution.

Unless noted otherwise, the EfficientNet scaling
parameter is set to φ = 3, which amounts to roughly
12M parameters for the EfficientNet-B3 backbone and
BiFPN layers, and BN layers are used to construct
the feature encoder. All training is run on 4 NVIDIA
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Table 2: Bounding box and pose predictions of SPNv2 different head configurations. The performances from
hH (H) and hE (E) on the SPEED+ lightbox and sunlamp domains are reported wherever applicable.
Bold numbers indicate best performances.

Heads Source
lightbox sunlamp

IoU [-] ET [m] ER [◦] E∗pose [-] IoU [-] ET [m] ER [◦] E∗pose [-]

E E 0.878 0.400 21.921 0.446 0.901 0.293 32.066 0.608

H H - 0.368 13.577 0.298 - 0.424 19.739 0.414

E + H
E 0.915 0.181 8.757 0.183 0.911 0.251 14.175 0.288
H - 0.272 6.924 0.165 - 0.314 12.323 0.268

E + H + S
E 0.918 0.175 8.004 0.169 0.919 0.225 12.433 0.254
H - 0.271 6.479 0.158 - 0.307 11.065 0.245

Table 3: Bounding box and pose predictions of full configuration SPNv2 and different data augmentation
configurations. Starting with the baseline set of augmentations including Brightness & Contrast, Blur and
Noise, different augmentation techniques are progressively added to the training. Bold numbers indicate
best performances.

Config. Source
lightbox sunlamp

IoU [-] ET [m] ER [◦] E∗pose [-] IoU [-] ET [m] ER [◦] E∗pose [-]

Baseline
E 0.853 0.518 24.678 0.509 0.867 0.641 47.893 0.937
H - 0.506 21.994 0.465 - 0.735 47.546 0.955

+ Random Erase
E 0.811 0.756 24.168 0.534 0.510 2.766 79.232 1.771
H - 0.665 22.544 0.494 - 2.295 80.778 1.744

+ Sun Flare
E 0.892 0.314 11.670 0.252 0.825 0.875 33.239 0.709
H - 0.347 10.018 0.230 - 0.722 31.504 0.661

+ Style Aug.
E 0.918 0.175 8.004 0.169 0.919 0.225 12.433 0.254
H - 0.271 6.479 0.158 - 0.307 11.065 0.245

V100 GPUs with per-GPU batch size 4 except for
φ = 6 which is trained with per-GPU batch size 1.
When trained on multiple GPUs with BN layers, its
statistics are synchronized across devices.

For ODR, the test images are provided one at a time
with no data augmentation. The running mean and
variance of each BN layers are updated after every B
images with m = 0.9, and the experiment terminates
after SPNv2 has seen N random samples from the
test domain. ODR experiments are conducted on a
single GPU.

5.4 Results: Offline Robust Training

First, SPNv2 is trained offline with a full set of
data augmentations listed in Table 1 but with different
configurations of prediction heads. Table 2 shows that
for a full set of data augmentations applied, having
more prediction heads in the architecture improves the
CNN robustness on the SPEED+ HIL domains. The

performance culminates with the full configuration
visualized in Figure 1, which hints that jointly training
a shared feature extractor for different tasks prevents
it from learning task-specific features. On the other
hand, Table 3 fixes the SPNv2 architeture to full
configuration and instead studies the effects of three
data augmentation techniques: Random Erase,52 Sun
Flare, and Style Augmentation.17 When random erase
is applied alone, the pose error actually increases,
almost doubling for the sunlamp domain, suggesting
the occlusion introduced by the random erase makes
the learning much harder. However, as the other
two augmentations are progressively added to the
training, the pose error also decreases. Interestingly,
adding sun flare augmentation significantly improves
the pose errors on the lightbox domain compared to
the baseline, whereas adding style augmentation does
so on the sunlamp domain.

An interesting observation is that as the pose er-
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Table 4: Comparison of SPNv2 models with different scaling parameter φ and normalization layers in the
feature encoder. The number of parameters counts those of the feature encoder. Bold numbers indicate
best performances. BN: batch normalization. GN: group normalization.

φ
(Num. of Param.)

Norm.
Layer

synthetic lightbox sunlamp

ET [m] ER [◦] Epose [-] ET [m] ER [◦] E∗pose [-] ET [m] ER [◦] E∗pose [-]

φ = 0 (3.8M) BN 0.075 1.149 0.033 0.355 12.108 0.268 0.349 18.734 0.385
φ = 3 (12.0M) BN 0.054 0.987 0.027 0.175 6.479 0.142 0.225 11.065 0.230
φ = 3 (12.0M) GN 0.056 1.224 0.031 0.247 12.919 0.267 0.342 28.041 0.545
φ = 6 (52.5M) GN 0.031 0.885 0.021 0.216 7.984 0.173 0.230 10.369 0.219

ror decreases, the translation error is generally lower
when regressed from hE than when computed via PnP
from hH. This can be explained by the fact that any
small deviation in the predicted keypoint locations can
cause significant difference in translation, especially in
depth along the camera boresight. This suggests that
when deployed, predictions from both heads can be
used jointly to ensure more stable predictions of the
target’s pose throughout the mission. Inspired from
this observation, the pose predictions of the full config-
uration SPNv2 onward report translation error from
hE and orientation error from hH unless otherwise
noted.

Finally, the EfficientNet scaling parameter φ, which
controls the number of parameters associated with
the feature encoder, and the normalization layers (BN
or GN) are varied to gauge their effect on the CNN’s
generalization capability across domain gaps. The
SPNv2 is trained with same training parameters for
different size and normalization layer configurations.
The results shown in Table 4 indicate that, while
there is no noticeable difference in performance on the
synthetic validation set, the performances on the
SPEED+ HIL domains differ considerably depending
on the network size and the type of normalization
layers used to build the feature encoder. Specifically,
compared to the generalizability accomplished by the
default architecture (φ = 3, BN), reducing the network
size to φ = 0 or replacing the BN layers with GN layers
significantly degrades the network’s performance on
the HIL test sets. In order to match the performance
of the default architecture with a completely batch-
agnostic one, the network size must be increased to
φ = 6, which more than quadruples the size of the
feature encoder. The trend observed in Table 4 is a
direct opposite of the desired characteristics of CNN
models for spaceborne computer vision applications
elaborated in Section 4, which aim for a smaller, batch-
agnostic neural network architecture suitable for the
on-board satellite avionics. The search for such an
architecture is left as a future work.

5.5 Results: Online Domain Refinement

The ODR experiments in this section build upon
the full configuration SPNv2 trained offline with the
full set of augmentations, which is considered as the
baseline. Based on the results in Table 4, two SPNv2
architectures are considered: small but batch-dependent
(φ = 3, BN) and large but batch-agnostic (φ = 6, GN).
Recall that ODR has two hyperparameters:

• B, the image batch size which controls the fre-
quency of updating the running average of the
BN layer statistics according to Eq. 8, and

• N , the total number of target domain images
the neural network observes during ODR.

The hyperparameter B is irrelevant if the network
only consists of the GN layers. In this section, the
effect of the ODR batch size B is first tested on the
batch-dependent architecture of SPNv2. The results
are shown in Figure 6, where N = 1024 is fixed. It
shows that there is a benefit of increasing the batch
size to B = 4 or B = 8 for lightbox, whereas there
is no benefit of updating the BN statistics after more
than B = 1 image for sunlamp. From this observation,
the batch size is fixed to B = 4, i.e., the BN layer
means and variances are updated after every 4 images,
as it seems to strike the balance between both HIL
domains.

Then, the total number of observed samples (N) is
varied for both batch-dependent and batch-agnostic
architectures of SPNv2, as shown in Figure 7. As
expected, as the unsupervised entropy minimization
continues on, the SPEED score improves for both
HIL domains. However, for the batch-dependent ar-
chitecture, the improvement not only halts after N
= 1024 images for lightbox and N = 2048 samples
for sunlamp, but it also becomes worse than the base-
line performance after nearly 8000 images for the
lightbox domain. On the other hand, for the batch-
agnostic architecture, such failure is not observed for
both HIL domains. In fact, the level of performance
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Fig. 6: ODR on SPEED+ test domains with varying batch size (B). Total number of samples seen is fixed
to N = 1024. Error bars represent standard deviations over 5 runs of ODR with different random seeds.
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Fig. 7: ODR on SPEED+ test domains with varying number of observed samples (N). The batch size is
fixed to B = 4. Error bars represent standard deviations over 5 runs of ODR with different random seeds.
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Fig. 8: Distribution of change in SPEED score (E∗pose) of the SPNv2 (φ = 6, GN) after ODR with N = 4096
on SPEED+ HIL domains. Number of images in y-axis is shown in log scale.
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Fig. 9: Visualization of examples on which the pose predictions of SPNv2 significantly improve after ODR on
lightbox (left) and sunlamp (right) domains.
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Table 5: Comparison of final poses predicted by SPNv2 and KRN33 from the SPEED+ baseline studies.32

KRN’s oracle performance denotes mean error from 5-fold cross validation on the respective SPEED+
HIL domains. ODR is not run on prisma25 due to limited available samples. Bold numbers indicate best
performances excluding oracle.

CNN Architecture
lightbox sunlamp prisma25

ET [m] ER [◦] E∗pose [-] ET [m] ER [◦] E∗pose [-] ET [m] ER [◦] Epose [-]

KRN33 2.25 44.53 1.12 14.64 80.95 3.73 2.64 86.04 1.76
+ Style augmentation 1.06 36.14 0.81 1.32 62.85 1.32 4.06 20.57 0.71
Oracle 0.24 6.15 0.15 0.19 5.33 0.13 - - -

SPNv2 (Offline)

- φ = 3, BN 0.175 6.479 0.142 0.225 11.065 0.230 1.572 5.202 0.216
- φ = 6, GN 0.216 7.984 0.173 0.230 10.369 0.219 1.570 9.014 0.283

SPNv2 (ODR)

- φ = 3, BN (B = 4, N = 1024) 0.142 5.624 0.122 0.182 9.601 0.198 - - -
- φ = 6, GN (N = 4096) 0.150 5.577 0.122 0.161 9.788 0.197 - - -

improvement is much larger for the batch-agnostic
architecture on lightbox. The most likely reason
is that the ODR for the batch-agnostic architecture
need not estimate the batch-wise feature normaliza-
tion statistics which approximate those of the entire
image domain. Therefore, the process is subject to
significantly less uncertainty compared to that of the
batch-dependent architecture.

The final scores of SPNv2 on SPEED+ and prisma25

are compared with KRN33 from the SPEED+ baseline
studies32 in Table 5. Based on Figure 7, the ODR
is performed with B = 4, N = 1024 for the batch-
dependent architecture and N = 4096 for the batch-
agnostic one. The pose predictions for prisma25 are
from hH only since its images are captured with a
camera different from that of SPEED+. It shows
that not only SPNv2 with just offline training is more
accurate than KRN trained with and without style
augmentation, but also its performance on lightbox

is even better than the oracle performance of KRN,
i.e., when trained directly on the lightbox images
and labels. In other words, SPNv2 can generalize
better to unseen lightbox images than KRN can
after training on those exact images. It emphasizes
a significant improvement of SPNv2 over KRN espe-
cially in its pose estimation architecture. SPNv2 also
shows better performance on 25 spaceborne images of
prisma25 compared to KRN for both variant of ar-
chitectures. Finally, ODR for both variants of SPNv2
architecture reports around 15cm / 17cm translation
errors and 5.6◦ / 9.7◦ orientation errors for lightbox
and sunlamp, respectively. While there is no notice-
able difference in the reported values, the ODR on
the batch-agnostic SPNv2 closes a much bigger per-

formance gap on lightbox with no observable trend
of failure of prediction after many iterations.

Finally, for the batch-agnostic SPNv2, Figure 8
shows the distribution of the changes in SPEED score
after applying ODR, where a negative number sug-
gests the score improved, and vice versa. For lightbox,
a vast majority of images enjoys improvement in
SPEED score after ODR, with the largest score drop
surpassing 3. For sunlamp, the improvement is diffi-
cult to notice from the histogram, as significant num-
ber of images actually become more difficult to predict
after ODR. Based on this result, the pose predictions
of 4 samples that experience the largest improvement
in SPEED score are visualized in Figure 9.

6. Discussion

Table 6: Number of tuned vs. entire learnable param-
eters in the feature encoder of SPNv2.

Architecture Total Tuned Percentage (%)

φ = 3, BN 12.0M 106K 0.88
φ = 6, GN 52.5M 287K 0.55

The proposed ODR is source-free, online and com-
putationally efficient. Specifically, as shown in Table
6, the number of parameters tuned in the process of
ODR is less than 1% of all learnable parameters in
either variant of SPNv2. However, there are some lim-
itations that need to be overcome in future work for
the proposed method to be fully mission-compliant.

First, the study of offline training of SPNv2 re-
veals that the good generalizability across domain
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gaps is best achieved by a larger network with batch-
dependent normalization layers such as BN. Note
that the smaller variant of SPNv2 (φ = 3, BN) al-
ready takes on average 0.63 seconds for inference on
an Intel R© CoreTM i9-9900K CPU at 3.60GHz and
1.05 seconds for an iteration of ODR, which consists
of inference, gradient backpropagation and online
update step. Therefore, a bigger variant becomes
prohibitively large for frequent inference and ODR
updates on-board the satellite hardware. This is a
problem, since the study on ODR clearly indicates
that the batch-agnostic architecture performs better
in the absence of the need to estimate the domain-wise
feature normalization statistics. Therefore, a future
work must aim to search for a smaller and more ef-
ficient CNN architecture that is batch-agnostic and
can generalize its performance across domain gaps at
least as well as SPNv2 can.

The second limitation is that, while ODR improves
the average performance on the HIL domain images
as a whole, its predictions still worsen significantly
on many images as shown in Figure 8. An ideal re-
finement procedure would instead only introduce a
non-negative change in the network’s prediction ac-
curacy on all images. This would require modifying
the objective of the unsupervised learning or regular-
izing the loss function in such a way that prevents
significant degradation of performance on individual
images.

7. Conclusions

This paper presents Spacecraft Pose Network v2
(SPNv2), a multi-scale, multi-task convolutional neu-
ral network for pose estimation of noncooperative
spacecraft across domain gaps. The SPNv2 architec-
ture and its training mechanism are designed to com-
ply with the realistic and operational constraints of
machine learning in spaceborne applications. Specif-
ically, SPNv2 is first trained offline on synthetic

images of the SPEED+ dataset with extensive data
augmentation and domain randomization. Then, at
deployment, it refines the affine parameters of its
feature extractor on unlabeled SPEED+ lightbox

and sunlamp domains by self-supervised entropy min-
imization. It is shown that the combination of offline
training and Online Domain Refinement (ODR) ren-
ders SPNv2 capable of bridging the domain gap, as
evidenced by 0.15 m and 5.58◦ errors on lightbox

and 0.16 m and 9.79◦ errors on sunlamp for a larger,
batch-agnostic variant of SPNv2. Moreover, the pro-
posed ODR is source-free, online, and computationally
efficient, as it only refines less than 1% of the learnable
parameters in the feature extractor of SPNv2. The

paper discusses a number of limitations of SPNv2 and
ODR that must be addressed to build a fully mission-
compliant model, which will be fully batch-agnostic,
requires less computation, and does not deteriorate
the prediction on the target domain samples through-
out ODR. Overall, the methodology presented in this
paper can easily extend to any spaceborne images of
a known, noncooperative target collected in future
missions. In the future, SPNv2 and ODR will be inte-
grated into a navigation filter (e.g., unscented Kalman
filter) to assess its capacity as an image processing
unit of the filter in a number of close-range rendezvous
scenarios. The uncertainty of the SPNv2’s predictions
and its impact on the filter performance will also be
thoroughly evaluated.
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Tat-Jun Chin. Satellite pose estimation with deep
landmark regression and nonlinear pose refine-
ment. 2019 IEEE/CVF International Conference
on Computer Vision Workshop (ICCVW), pages
2816–2824, 2019.

[8] Ting Chen, Simon Kornblith, Mohammad
Norouzi, and Geoffrey Hinton. A simple frame-
work for contrastive learning of visual represen-
tations. In Proceedings of the 37th International
Conference on Machine Learning, pages 1597–
1607, 2020.

[9] Simone D’Amico, Mathias Benn, and John L.
Jørgensen. Pose estimation of an uncooperative
spacecraft from actual space imagery. Interna-
tional Journal of Space Science and Engineering,
2(2):171, 2014.

[10] Simone D’Amico, Per Bodin, Michel Delpech,
and Ron Noteborn. PRISMA. In Marco D’Errico,
editor, Distributed Space Missions for Earth Sys-
tem Monitoring Space Technology Library, vol-
ume 31, chapter 21, pages 599–637. 2013.

[11] Jun Deng, Wei Dong, Richard Socher, Li-Jia
Li, Kuntai Li, and Li Fei-Fei. ImageNet: A
large-scale hierarchical image database. 2009
IEEE Conference on Computer Vision and Pat-
tern Recognition (CVPR), pages 248–255, 2009.

[12] Jason L. Forshaw, Guglielmo S. Aglietti, Ni-
mal Navarathinam, Haval Kadhem, Thierry
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