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This paper presents a Convolutional Neural Network (CNN) to simultaneously abstract the 3D structure of the target space resident object and estimate its pose from a single 2D image. Specifically, the CNN predicts from a single image of the target a unit-size assembly of superquadric primitives which can individually describe a wide range of simple 3D shapes (e.g., cuboid, ellipsoid) using only a few parameters. The proposed training pipeline employs various types of supervision in both 2D and 3D spaces to fit an assembly of superquadrics to man-made satellite structures. In order to avoid numerical instability encountered when evaluating superquadrics, this work proposes a novel, numerically stable algorithm based on dual superquadrics to evaluate a point on the surface of and inside a superquadric for all shape parameters. Furthermore, in order to train the CNN, this work also introduces a novel dataset comprising 64 different satellite models and 1,000 images, binary masks and pose labels for each model. The experimental studies reveal that the proposed CNN can be trained to reconstruct accurate superquadric assemblies when tested on unseen images of known models and capture high-level structures of the unknown models most of the time despite having been trained on an extremely small dataset.

I. Introduction

Recent years have seen tremendous growth in interest in applications of Machine Learning (ML) and Neural Networks (NN) to spaceborne Guidance, Navigation and Control (GNC) problems. One such area of application is vision-only relative navigation which aims to estimate and track the position and orientation (i.e., pose) of a non-cooperative Resident Space Object (RSO) using a monocular camera on a servicer spacecraft [1]. Not only is a monocular camera an attractive choice due to low Size-Weight-Power-Cost (SWaP-C) requirements of on-board avionics, but good vision-only performance can provide a strong baseline in case of sensor fusion with differential GNSS [2], Light Detection and Ranging (LIDAR), etc., and increased redundancy through multiple cameras.

Most of the recent literature on monocular pose estimation in space assumes the knowledge of the target RSO’s structure and geometry, which is a viable assumption for missions with specified client targets, such as inspection, re-fueling and general servicing. The availability of the target’s 3D model has enabled: (1) generation of large-scale datasets comprising synthetic and real images with corresponding pose labels to train and validate various NN models [3][8]; and (2) design of Convolutional Neural Network (CNN) architectures which leverage not only the pose labels but also the target’s surface keypoints which are pre-selected for detection [3][9][16]. For example, the SPEED [3], SPEED+ [4] and SHIRT [5] datasets consist of synthetic images of the Tango spacecraft from the PRISMA mission [17] rendered with OpenGL and Hardware-in-the-loop (HIL) images of a mockup Tango model captured with the Testbed for Rendezvous and Optical Navigation (TRON) facility at Stanford’s Space Rendezvous Laboratory (SLAB) [18]. These open-source benchmark datasets made possible international competitions [19][20] which focus not only on ML-based pose estimation algorithms but also on tackling the domain gap problem that arises due to inherent difference between synthetic and spaceborne imageries.

Moving forward, the assumption of availability of the target 3D model must be relaxed for two reasons: it becomes tedious to generate a dataset, train a CNN, and test it in a facility such as TRON for every single mission with new targets; most importantly, it cannot be applied to missions with no a priori knowledge of the target’s shape and structure, such as active debris removal. In such scenarios, it becomes desirable to autonomously and simultaneously characterize the target’s shape and perform pose estimation with respect to the reconstructed model. Existing literature on monocular-based shape characterization and pose estimation of arbitrary RSO relies largely on the reconstruction of a point cloud by detecting salient features such as Harris corners [21], SIFT [22] and ORB [23] features. The 3D
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coordinates of these features in the model frame are often adaptively refined via Simultaneous Localization and Mapping (SLAM) [24] or Structure-from-Motion (SfM). For example, popular SLAM approaches would track the features as part of the state vector of the Kalman or particle filter, adaptively updating their coordinates based on the underlying dynamics of the system and measured feature locations [25].

The primary contribution of this paper is to showcase for the first time the capability of a CNN to abstract a coarse 3D shape of an unknown target satellite from a single 2D image and simultaneously estimate its pose. The motivation is that coarse shape information will be able to kick-start the downstream SLAM or SfM algorithm, which often requires a long measurement period for a point cloud model to converge to a steady state. In fact, it is impossible for conventional algorithms to extract meaningful shape information from a single image due to the limits of perspective projection. On the other hand, shape abstraction can be achieved by a single forward pass of a NN which is a computationally cheap operation. To that end, this work proposes to represent the target’s 3D shape as an assembly of superquadric primitives which can represent a wide range of geometric shapes with only a handful of parameters. Specifically, allowing for linear tapering of the primitive along one of its axes, the entire assembly of $M$ primitives can be compactly parametrized by just $16M$ parameters. This work proposes a supervised training that utilizes both 3D mesh and 2D binary masks as labels via differentiable rendering. Moreover, a novel algorithm based on dual superquadrics is proposed to evaluate the superquadric primitives (e.g., points on the surface, inside-outside function) free of any numerical instability.

The secondary contribution of this paper is a novel dataset consisting of 3D models and imageries of 64 different satellites and spacecraft. Specifically, each 3D model is accompanied by 1,000 images and binary masks of the target rendered in a high-fidelity space scene of Unreal Engine (UE). The dataset is divided up into training, validation and test sets, such that validation sets are used to evaluate the model’s generalization capability on unseen images of known targets (i.e., seen during training), whereas test sets help evaluate it on images of unknown targets (i.e., unseen during training). When the proposed CNN is tested on the validation data, it shows that the CNN is able to predict superquadric assemblies that match the ground-truth 3D mesh models. While it does not show such success on the unknown models in the test set, it can still reconstruct assemblies that share high-level, macroscopic structural similarities with the ground-truth models (e.g., two extended solar panels).

The rest of the paper is structured as follows. Section II provides an overview of the state-of-the-art approaches on vision-based 3D structure recovery using ML. Section III introduces the mathematics behind the shape representation using superquadrics, including a novel approach to sampling surface points and evaluating the occupancy using dual superquadrics. Then, Section IV details the proposed pipeline, including the CNN architecture and the loss functions. The following Section V introduces the dataset, followed by Section VI explaining the experiments and their results and analyses. Finally, the paper ends with the conclusion and ways forward in Section VII.

II. Related Work

ML-based 3D reconstruction from 2D images is an active area of research in computer vision. The core of existing approaches is how the 3D structure of the target can be represented so that it can be learned and predicted by NN. Early approaches discretized 3D model into $N^3$ voxels where $N$ is the voxel resolution [26, 27]. As they are a natural extension of 2D image pixels, voxelized models can be readily integrated into CNN architectures. However, its memory footprint is cubic to the grid resolution, which makes it prohibitively expensive to capture fine details of the model. Some works sought to mitigate the computational burden by using octrees which selectively increase the resolution only near the region of interest [28, 29]; however, these multi-resolution methods are still computationally expensive and thus inappropriate for satellite on-board avionics.

Another representation is a point cloud which has been used extensively in traditional SLAM approaches. Point clouds have been studied as an input to NN for conventional ML tasks such as segmentation and classification [30] and as an output for exact 3D reconstruction of the target from a single view image [31, 32] and of generative models [33]. However, predicting points alone cannot ensure smooth surface reconstruction and is thus susceptible to outliers due to the lack of local connectivity information. On the other hand, another line of work reconstructs the 3D mesh model from a single image. In general, mesh provides additional connectivity information of vertices, allowing for high-quality reconstruction of the target model from any input [34, 35]. However, due to the difficulty of predicting both vertices and connectivity, many approaches deform a template uniform mesh structure (e.g., a tetrahedral mesh of uniformly spaced vertices in a unit cube) into the desired mesh model which in turn restricts its representable model genus.

Other works seek to implicitly represent the 3D model. One example is using an assembly of simple 3D geometric primitives. Tulsiani et al. [36] pioneered the approach by using a set of 3D cuboids. The approach was extended by
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Paschalidou et al. [37, 38] to utilize superquadric primitives which subsume various 3D geometric shapes such as cuboids, ellipsoids, spheres, cylinders and octahedra using a limited set of shape parameters. Other works employed different sets of implicit functions to represent 3D structures. For example, CvxNet [39] predicts each primitive formed by a set of hyperplanes which can be learned using signed distances. OccupancyNet [40] represents the target’s 3D surface as a continuous decision boundary of a NN that is trained to predict the occupancy of an arbitrary 3D point. These implicit functions have shown to be able to accurately reconstruct the target model as a whole; therefore, they lack any parts-based information that the primitive assemblies can bring. On the other hand, primitives lack the capacity to represent complex shapes on their own due to limited degrees of freedom in their parametrization.

Finally, a new direction of research is emerging based on Neural Radiance Fields (NeRF) [41] which trains NN to render the target scene given the camera’s position and viewing direction. While the aforementioned approaches are trained in advance using a large-scale dataset comprising various 3D models such as ShapeNet [42], NeRF is instead more suited for online reconstruction where it can collect multiple images from different viewpoints for in-situ training of the NeRF. Training the original NeRF was computationally expensive even on a state-of-the-art workstation GPU, it required known pose labels associated with each image, and its predictions were constrained to a static scene. Many works followed up to address those issues, such as InstantNGP [43] which allows instant training of NeRF on a single GPU, and D-NeRF [44] which accounts for the dynamical scene. Recently, Mergy et al. [45] and Mahendrakar et al. [46] applied various NeRF models to the problem of 3D reconstruction of unknown RSO from a set of unlabeled images. Specifically, Mahendrakar et al. [46] found that InstantNGP could be trained on an edge GPU device with flight heritage in under 10 minutes. However, training NeRF required them to remove the image background and recover the pose labels via SfM based on COLMAP [47, 48], and they found that the quality of reconstructed scenes varied depending on the lighting condition and camera movement. This could be an issue when integrating NeRF into the spacecraft GNC pipeline since the prominent approaches leveraging NeRF for pose estimation [49] and SLAM [50] require making a direct comparison of the RGB pixel values between true and reconstructed scenes. Moreover, since NeRF is fundamentally a rendering function, it is not immediately clear how one can extract explicit 3D information about the target’s structure for typical on-orbit servicing applications.

III. 3D Shape Representation as Superquadric Assembly

The applicability of the aforementioned approaches to space missions may vary significantly depending on the requirements of the dataset diversity and computational demands. On the one hand, primitive-based methods enable a compact representation of the target 3D structure using only a handful of parameters but may require a large dataset comprising many satellite models in order to learn meaningful features and reconstruct the 3D model of an unknown RSO. The operation based on primitive representations is also computationally light on-board since the reconstruction

---

https://www.militaryaerospace.com/commercial-aerospace/article/14234003/usc-la-jument-3u-cubesat
is performed with a single forward pass of an already trained NN. On the other hand, NeRF-based methods do not require offline training and therefore do not need a large dataset of various spacecraft 3D models; however, they do require enough on-board computational capability and the availability of enough images of the target from different known poses for in-situ training of NeRF models. This work adopts the primitive-based method due to its compactness and straightforward application to conventional SLAM approaches, but all the other methods and their applicability to spaceborne vision-based rendezvous are interesting future research directions.

To that end, the proposed CNN is designed to take in a single 2D image at an unknown pose of the target and output an assembly of superquadrics [51] which best describes the overall structure of the target [37, 38] along with its global pose with respect to the camera. A superquadric is a parametric family of various shapes such as cuboids, ellipsoids, spheres, cylinders and octahedra as shown in Fig. 1. Specifically, a superquadric is parametrized by shape parameters, \( \epsilon \in \mathbb{R}^2 \), and size parameters, \( \alpha \in \mathbb{R}^3 \). Then, any point on the surface of a superquadric can be retrieved via

\[
\mathbf{r}(\eta, \omega; \alpha, \epsilon) = \begin{bmatrix}
\alpha_1 \cos^\epsilon \eta \cos^\epsilon \omega \\
\alpha_2 \cos^\epsilon \eta \sin^\epsilon \omega \\
\alpha_3 \sin^\epsilon \eta
\end{bmatrix},
\]

\(-\pi / 2 \leq \eta \leq \pi / 2, -\pi \leq \omega \leq \pi . \tag{1}\)

On top of the shape and size parameters, the CNN also predicts the pose of each superquadric with respect to the model’s global reference frame. Note that these poses define the position and orientation of each superquadric within an assembly and are separate from the global pose of the assembly with respect to the camera. The pose is parametrized by the 3D translation vector \( \mathbf{t} \in \mathbb{R}^3 \) and the 6D rotation vector \( \mathbf{r} \in \mathbb{R}^6 \) which has shown to outperform other parametrizations such as quaternions and Euler angles in rotation regression tasks due to its continuous property [52].

Superquadrics also allow implicit representation via the following inside-outside function

\[
f(\mathbf{x}; \alpha, \epsilon) = \left[ \frac{x}{\alpha_1} \right]^{\frac{\alpha_1}{\epsilon_1}} + \left[ \frac{y}{\alpha_2} \right]^{\frac{\alpha_2}{\epsilon_2}} + \left[ \frac{z}{\alpha_3} \right]^{\frac{\alpha_3}{\epsilon_3}} \tag{2}\)

which is less than 1 if the point \( \mathbf{x} = [x, y, z] \) lies inside the superquadric primitive and greater than 1 if it lies outside. The inside-outside function can be used, for example, to classify whether a point that lies inside the ground-truth mesh is also at a location internal to a superquadric primitive.

Finally, in order to introduce more interesting, asymmetric geometry, the primitives are linearly tapered along their \( z \)-axes according to

\[
x' = x \left(1 - \frac{k_1}{\alpha_3}\right)
\]

\[
y' = y \left(1 - \frac{k_2}{\alpha_3}\right)
\]

\[
z' = z \tag{3c}
\]

where \( k \in \mathbb{R}^2 \) are the tapering parameters.

In summary, an \( m \)-th primitive can be represented as \( \mathbf{\lambda}_m = [\alpha_m, \epsilon_m, t_m, r_m, k_m] \in \mathbb{R}^{16} \), so an assembly composed of \( M \) primitives are parametrized by \( 16M \) parameters, allowing for a compact representation of any target RSO compared to alternatives such as point clouds.

### A. Uniform Sampling of Surface Points using Dual Superquadrics

Equation (1) is useful when one wishes to sample points from the primitive surface, effectively converting the assembly into a point cloud. The converted point cloud is used in one of the loss functions by minimizing its distance to another point cloud sampled from the surfaces of the ground-truth 3D mesh (see Section IV.B.1). Here, the key is to sample the points as uniformly as possible from the superquadric surface.

The most prevalent sampling strategy is via parametric sampling of the elevation and azimuth angles \( (\eta, \omega) \) [53]. However, existing sampling algorithms fail when \( \epsilon \to 0 \). As shown in Fig. 1, \( \epsilon \to 0 \) is the regime where the primitives begin to have straight edges, a property extremely common in structures such as solar panels and spacecraft busses. In fact, one can observe from Fig. 1 that as \( \epsilon \) becomes very small, the sampled points tend to aggregate along the edges when \( (\eta, \omega) \) are linearly sampled. Therefore, a novel strategy is desired for efficient, uniform and numerically stable sampling of the surface points on superquadrics, particularly those with small \( \epsilon \).
Fig. 2  Primal and dual superellipses for various $\epsilon$ values.

Fig. 3  Sampled points from various superquadrics using primal (top) and dual (bottom) approaches.

This work proposes a novel uniform sampling approach which draws inspiration from Liu et al. [54] who leverage the geometric similarity of dual superquadrics to avoid local optima while fitting superquadrics to 3D point cloud inputs. First, note that the surface evaluation function of Eq. 1 can be decomposed into

$$r(\eta, \omega) = \begin{pmatrix} \alpha_1 \cos \epsilon_1 \eta \cos \epsilon_2 \omega \\ \alpha_2 \cos \epsilon_1 \eta \sin \epsilon_2 \omega \\ \alpha_3 \sin \epsilon_1 \eta \end{pmatrix} = \begin{pmatrix} \cos \epsilon \eta \\ \alpha_1 \cos \epsilon_2 \omega \\ \alpha_2 \sin \epsilon_2 \omega \end{pmatrix} \otimes \begin{pmatrix} \cos \epsilon \eta \\ \alpha_1 \cos \epsilon_2 \omega \\ \alpha_2 \sin \epsilon_2 \omega \end{pmatrix}$$  

where $\otimes$ denotes spherical product. Eq. 4 indicates that a point on a 3D superquadric is equivalent to a spherical product of two points on two 2D superellipses respectively parametrized by $(1, \alpha_3, \epsilon_1)$ and $(\alpha_1, \alpha_2, \epsilon_2)$.

Next, note that a 2D superellipse and a 3D superquadric defined by the shape parameters $\epsilon_i \in [0, 2]$ has a dual defined by $\epsilon'_i = 2 - \epsilon_i$. More precisely, a point on the surface of a dual superquadric at $(\eta, \omega)$ is equivalent to the scaled surface normal vector of the primal superquadric at the same coordinate and vice versa [55]. As shown in Fig. 2 the primal and dual superellipses are $45^\circ$ apart, identical in shape when $\epsilon = 0$ or 1, and marginally different for all other values. Therefore, one can instead sample points from two dual superellipses, properly rotate and scale them, and then perform a spherical product to recover the approximate 3D surface points on the original primal superquadric. Specifically, the dual sampling approach for a 2D superellipse parametrized by $(a_1, a_2, \epsilon)$ consists of the following steps:

1) uniformly sample points from a unit-size dual superellipse defined by $\epsilon' = 2 - \epsilon$
2) rotate the points by $45^\circ$
3) scale the points with

$$\left\| \begin{pmatrix} \cos \epsilon' \ 45^\circ \\ \sin \epsilon' \ 45^\circ \end{pmatrix} \right\|_2^{-1} = 2^{(\epsilon' - 1)/2}$$  

4) apply size parameters $(a_1, a_2)$ along each axis.
The above process for a single 2D superellipse can be consolidated into the following equation:

$$r_{2D}(\theta; a_1, a_2, \varepsilon) = \gamma \left[ \frac{a_1(\cos\varepsilon\theta' + \sin\varepsilon\theta')}{a_2(-\cos\varepsilon\theta' + \sin\varepsilon\theta')} \right],$$ \hspace{1cm} (6)

where $\theta' = \theta - 45^\circ$, $\gamma = 2^{\varepsilon'/2 - 1}$.

so that a point on a 3D superquadric can be recovered via a spherical product as

$$r_{\text{dual}}(\eta, \omega; \alpha, \varepsilon) = r_{2D}(\eta; 1, \alpha_3, \varepsilon_1) \otimes r_{2D}(\omega; \alpha_1, \alpha_2, \varepsilon_2)$$ \hspace{1cm} (7)

Equations 6, 7 are fully differentiable, and when $\varepsilon \in [0, 1]$ and $\varepsilon' = 2 - \varepsilon \in [1, 2]$, the computation is free of numerical instability at $\varepsilon \to 0$ suffered in the original formulation of Eq. 1. Figure 3 compares sampled points from various superquadrics using primal and dual methods, where the elevation and azimuth angles are obtained from the vertices of an icosphere. Observe that for superquadrics with one of the shape parameters near 0, primal sampling fails to yield uniformly distributed points, whereas dual sampling succeeds despite small $\varepsilon$. One limitation of the proposed dual sampling approach is that it does not account for sample density based on different size or taper parameters, which results in a higher density of samples along the shorter axis.

B. Numerically Stable Inside-Outside Function using Dual Superquadrics

The inside-outside function of Eq. 2 also suffers from numerical instability when $\varepsilon \to 0$. However, Eq. 2 can also be converted into a numerically stable formulation by leveraging the dual superquadrics as well. Therefore, this work also presents a novel dual inside-outside function which is derived from Eqs. 6, 7 with full derivation available in Appendix. The dual inside-outside function ($f_{\text{dual}}$) is defined as

$$f_{\text{dual}}(x; \alpha, \varepsilon) = \phi(\bar{x}, \bar{y}, \varepsilon_2, \bar{z}, \varepsilon_1) = 1$$ \hspace{1cm} (8)

where $\bar{x} = x/(a_1y_1y_2)$, $\bar{y} = y/(a_2y_1y_2)$, $\bar{z} = z/(a_3y_1)$, $\gamma_i$ is from Eq. 6 and

$$\phi(x, y, \varepsilon) = \left[ \left( \frac{x + y}{2} \right)^{\frac{2}{\gamma}} + \left( \frac{x - y}{2} \right)^{\frac{2}{\gamma'}} \right]^{\varepsilon/2}$$ \hspace{1cm} (9)
Fig. 5 CNN architecture and training pipeline. Various combinations of the loss functions are explored during the experiments.
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\[ f_{\text{dual}}(x; \alpha, 1) = \sqrt{\left(\frac{x}{\alpha_1}\right)^2 + \left(\frac{y}{\alpha_2}\right)^2 + \left(\frac{z}{\alpha_3}\right)^2} = 1 \]

which is an equation for an ellipsoid as confirmed in Fig. 1.

IV. Methodology

A. CNN Architecture

The proposed CNN architecture and training pipeline are visualized in Fig. 5. Training the proposed CNN involves an input image \( I \) and binary mask \( Y_{\text{mask}} \) of the target spacecraft corresponding to the ground-truth pose \( Y_{\text{pose}} = (\vec{r}_c, \vec{t}_c) \). The subscript \( c \) denotes that the pose is of the entire assembly with respect to the camera in order to differentiate from the pose of each primitive relative to the assembly. For the supervised training, \( N_{\text{surf}} \) points are sampled from the surface of the ground-truth mesh of the same spacecraft, forming a point cloud label \( (Y_s) \). Furthermore, \( N_{\text{occ}} \) points are randomly sampled within a unit cube and labelled according to whether they lie inside the ground-truth mesh or not \( (Y_o) \).

The architecture consists of a feature encoder \( E \) and two generators \( (G_{\text{sq}}, G_{\text{pose}}) \). The feature encoder is an EfficientNet-B0 [56] connected to two separate fully connected layers that each output a 256-dimensional feature vector for superquadrics \( z_{\text{sq}} \) and pose \( z_{\text{pose}} \), i.e., \( (z_{\text{sq}}, z_{\text{pose}}) = E(I) \). The pose generator \( G_{\text{pose}} \) is a 3-layer network which outputs \( X_{\text{pose}} = (\vec{r}_c, \vec{t}_c) = G_{\text{pose}}(z_{\text{pose}}) \), the pose of the complete assembly with respect to the camera. The superquadric generator \( G_{\text{sq}} = \{G_{\text{sq}}^{(i)}\}_{i=1,\ldots,M} \) consists of \( M \) copies of the same 3-layer network, where the \( m \)-th network is in charge of predicting the \( m \)-th superquadric parameters, i.e., \( \lambda_m = G_{\text{sq}}^{(m)}(z_{\text{sq}}) \).

During training, the superquadric parameter outputs \( \lambda \) and \( Y_{\text{pose}} \) are used to render a binary silhouette of the target spacecraft \( X_{\text{mask}} \) via a differentiable renderer \( (R) \), i.e., \( X_{\text{mask}} = R(\lambda, Y_{\text{pose}}) \). Here, \( Y_{\text{pose}} \) is used instead of \( X_{\text{pose}} \) so that the network can focus on learning more accurate superquadric shapes. During rendering, all primitives are converted into a mesh by transforming the vertices of an icosphere via Eq. 4 for improved rendering quality. This work uses the differentiable renderer of PyTorch3D [57] to allow gradient-based learning. Note that the renderer \( R \) is only used during training to provide additional supervision in 2D space.
B. Loss Functions

The proposed CNN is trained via supervised learning using normalized 3D mesh models, pose labels $Y_{\text{pose}} = (r_c, t_c)$ and binary masks ($Y_{\text{mask}}$) corresponding to input images ($I$) as sources of supervisory signals. The total loss is a weighted sum of various loss functions defined as

$$L_{\text{total}} = L_{\text{chamfer}}(X_s, Y_s) + L_{\text{occ}}(X_o, Y_o, \lambda) + L_{\text{reproj}}(X_{\text{mask}}, Y_{\text{mask}}) + L_{\text{pose}}(X_{\text{pose}}, Y_{\text{pose}}) + L_{\text{reg}}(X_o, \lambda)$$  \hspace{1cm} (11)

In Section VI, various combinations of the supervised losses are considered for different training sessions. This section provides details on each loss function and variables in Eq. (11).

1. Chamfer Loss

The bi-directional Chamfer loss ($L_{\text{chamfer}}$) measures the squared distance between two sets of point clouds ($S_1, S_2$) defined as [37]

$$L_{\text{chamfer}}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} \|x - y\|_2^2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} \|x - y\|_2^2,$$  \hspace{1cm} (12)

i.e., the loss encourages both point clouds to subsume one another by minimizing the distance between the closest pairs of points. In this work, the predicted superquadric parameters ($\lambda$) are converted to point clouds ($X_o$) by sampling $N_{\text{sq}}$ surface points from each primitives using the dual sampling method (Eqs. 6, 9). The labels ($Y_o$) are obtained by sampling $N_{\text{surf}}$ surface points from the ground-truth 3D mesh.

2. Occupancy Loss

Another supervised loss employed during the training is the occupancy loss, which is defined for $N_{\text{occ}}$ random points $X_o$ within a unit cube as [38]

$$L_{\text{occ}}(X_o, Y_o, \lambda) = \sum_{(x_o, y_o) \in (X_o, Y_o)} L_{\text{BCE}}[\sigma(sG(x_o; \alpha, \epsilon)), y_o]$$  \hspace{1cm} (13)

where $L_{\text{BCE}}$ is the binary cross-entropy loss function, $y_o \in \{0, 1\} \in Y_o$ is the occupancy label indicating whether $x_o$ lies inside the ground-truth 3D mesh ($y_o = 1$) or not ($y_o = 0$), and $G(x_o; \alpha, \epsilon) = \min_{m \in \{1, \ldots, M\}} g(x_o; \alpha_m, \epsilon_m)$. Here, $g(x_o; \alpha_m, \epsilon_m) : \mathbb{R}^3 \rightarrow [0, 1]$ denotes the occupancy function, where a greater output denotes a higher likelihood that the point $x_o$ resides inside the primitive. The occupancy function is defined as [38]

$$g(x_o; \alpha_m, \epsilon_m) = \sigma(s(1 - f_{\text{dual}}(x_o; \alpha_m, \epsilon_m)))$$  \hspace{1cm} (14)

where $s$ is the sharpness parameter, and $\sigma(\cdot)$ is the sigmoid function. Note that the dual inside-outside function ($f_{\text{dual}}$) is always used for numerical stability. In summary, the occupancy loss in Eq. (13) makes the CNN classify whether a given 3D point that is internal to a ground-truth mesh is also inside the predicted primitive assembly or not.

3. Reprojection Loss

The reprojection loss compares the predicted silhouette $X_{\text{mask}} = R(\lambda, X_{\text{pose}})$ with the ground-truth binary mask $Y_{\text{mask}}$ via Mean Squared Error (MSE) loss, i.e.,

$$L_{\text{reproj}}(X_{\text{mask}}, Y_{\text{mask}}) = \|X_{\text{mask}} - Y_{\text{mask}}\|_F^2.$$  \hspace{1cm} (15)

4. Pose Loss

The pose loss compares the predicted pose vectors $X_{\text{pose}} = (R_c, t_c)$ and the labels $Y_{\text{pose}} = (r_c, t_c)$. This work uses the SPEED loss which was the official metric of the Satellite Pose Estimation Challenges [19, 20] and used in previous works as the loss function for pose regression task [10]. The SPEED loss is defined as

$$L_{\text{pose}}(X_{\text{pose}}, Y_{\text{pose}}) = E_R(R_c, R_c) + E_t(t_c, t_c)/\|t_c\|,$$  \hspace{1cm} (16)
where \( R_c \) is a direction cosine matrix recovered from the 6D rotation vector \( r_c \) [52], and

\[
E_R(\bar{R}, R) = \arccos \frac{\text{tr}(\bar{R}^T \bar{R} - 1)}{2}, \tag{17a}
\]
\[
E_t(\bar{t}, t) = ||\bar{t} - t||. \tag{17b}
\]

In other words, \( L_{\text{pose}} \) combines the relative angle between two rotation matrices in radians and the translation error normalized by the ground-truth distance to the target.

5. Regularization Terms

The regularization loss \( L_{\text{reg}} \) consists of multiple loss terms and is added to the final loss function in order to prevent degenerate solutions and enforce different conditions to the final assemblies. The first loss, \( L_{\text{overlap}} \), penalizes overlapping primitives so that each primitive could be responsible for discrete parts of a spacecraft. This is done by taking the same points \( X_o \) used in the occupancy loss and assessing whether each point is internal to multiple primitives or not using the inside-outside function in Eq. [8]. If the point is in the interior of more than \( \beta \) primitives, the loss is computed for the corresponding point, i.e., [58]

\[
L_{\text{overlap}}(X_o, \Lambda) = \frac{1}{N_o} \sum_{x_o \in X_o} \max \left( 0, \sum_{m=1}^{M} g(x_o, \alpha_m, \epsilon_m) - \beta \right) \tag{18}
\]

where \( g(x_o, \alpha_m, \epsilon_m) \) is the occupancy function in Eq. [14].

Finally, an additional regularization is introduced to the tapering parameter \( k \), i.e.,

\[
L_{\text{taper}} = \sum_{m=1}^{M} ||k_m||_2^2 \tag{19}
\]

to reflect the fact that most structural components of spacecraft are regular shapes such as cuboids and cylinders. Therefore, the regularization loss is the weighted sum of

\[
L_{\text{reg}} = L_{\text{overlap}} + L_{\text{taper}} \tag{20}
\]

6. Remarks on the Number of Primitives

Previous works such as [57] additionally predict the probability of existence associated with each primitive in order to predict variable numbers of primitives depending on the complexity of the target objects in images. In contrast, the proposed CNN always predicts \( M \) number of primitives, because it was found that training for such probabilities for multiple supervised loss functions, particularly \( L_{\text{chamfer}} \) and \( L_{\text{occ}} \), and through differentiable rendering actually resulted in much more degraded reconstruction quality. Therefore, predicting assemblies with a variable number of primitives is left as future work.

V. Dataset

In order to train the CNN for 3D shape reconstruction of an unknown target, a large-scale dataset comprising different RSOs is required. For example, the ShapeNet dataset [42] consists of 51,300 unique 3D models of 55 common object categories, which enables improved generalization capability of trained NN models. On the other hand, satellites and spacecraft lack such quantity and diversity of available 3D models due to their proprietary nature. Despite such restrictions, this work presents a novel high-quality dataset comprising 64 unique spacecraft 3D models. The models are selectively acquired from the NASA 3D Resources [59] and ESA Science Satellite Fleet [60]. Each of these models is accompanied by 1,000 images, binary masks and corresponding pose labels to support simultaneous 3D structure characterization and pose estimation. The images and binary masks are rendered using the custom synthetic scene developed within the Unreal Engine (UE) 5. See Fig. [6] for a visualization of a few grayscale images and binary masks. The dataset will be made publicly available with a unique DOI.
**A. Model Processing**

The raw 3D models are first converted to watertight meshes using the method‡ by Stutz and Geiger [61]. This removes any internal structures so that the sampled surface points ($Y_s$) do not lie inside the 3D mesh. Moreover, the watertight-ness also allows evaluating the occupancy labels ($Y_o$) to be used for the occupancy loss in Eq. [13]. Once the model is made watertight, it is normalized to a unit size. The reason is that the goal of this work is 3D shape recovery from single images, which prohibits prediction of the target’s absolute scale without a priori knowledge of its structure. Therefore, the models are normalized for scale-invariant shape recovery. The models are then centered about the center of mass assuming the mesh has uniform mass distribution. Finally, the models must be rotated so that they are aligned in a consistent manner. The challenge is that, unlike terrestrial objects such as chairs and planes in ShapeNet, satellites do not have canonical ‘up’ and ‘forward’ directions. Therefore, this work adopts a simple solution to align the 3D model’s largest dimension with the $x$-axis, the second largest with the $y$-axis, and the smallest with the $z$-axis. Since the satellites generally have their largest dimensions along the extended solar panels, this method guarantees some level of geometric consistency among different satellite models after alignment.

**B. UE Scene and Rendering**

The processed models are used to render images using Unreal Engine (UE). The UE scene consists of various movable actors for the camera, the directional light simulating the Sun, and several static meshes for the target satellite, Earth with high-resolution texture, and the stellar background. Figure 7 visualizes an example UE scene containing the aforementioned actors. For more information on the constructed UE scene, the readers are referred to Ahmed et al. [6].

Once the models are imported to the UE scene, the images and masks are captured and rendered by the camera actor. For each sample, the camera and the target are placed at various locations around the Earth with random orientation

‡https://github.com/paschalidoud/mesh_fusion_simple
according to the pre-computed pose labels which consist of translation and 4D quaternion vectors. Similar to the previous datasets for poses estimation of a known spacecraft such as SPEED \cite{speed} and SPEED+ \cite{speed_plus}, the quaternion vectors representing the target’s orientation with respect to the camera are randomly sampled using the subgroup algorithm \cite{subgroup}. The translation vector is instead sampled from a restricted range of distances so that the target nearly fills up the entire image. In this work, the normalized target spacecraft is placed at a random distance so that it nearly fills up the 256 $\times$ 256 images. Specifically, the same focal length and pixel sizes as the cameras for SPEED and SPEED+ are used for rendering.

**C. Dataset Splits**

Once 1,000 images and binary masks are generated for each of the 64 satellite models, the dataset is split into the training, validation and test sets. First, 7 satellite models and their associated images are randomly selected and reserved as the test set for the purpose of evaluating the performance of CNN on unseen images of the *unknown* models that do not participate in the training. For the remaining 57 models, 800 images per model are used for training, and the remaining 200 images are reserved for validation. In other words, unlike the test set, the validation set is to be used for the evaluation of unseen images of the *known* models already encountered during training. The information on the dataset splits will be made available along with the dataset.

**VI. Experiment**

**A. Implementation**

The proposed CNN model is trained for 100 epochs, where the model is trained on all training images per each epoch. The images are resized to 128 $\times$ 128 for more efficient training. The model is trained with the AdamW optimizer \cite{adamw} with batch size 32, the initial learning rate of $1 \times 10^{-4}$ which decays according to cosine annealing schedule \cite{cosine}. The reconstructed assembly is set to have a fixed number of primitives ($M$). Unless specified otherwise, $M = 5$. The Chamfer loss ($L_{\text{chamfer}}$) is evaluated using $N_{\text{surf}} = 2,000$ points randomly sampled from the ground-truth 3D mesh, and $N_{\text{sq}} = 642$ points are obtained per each primitive from the vertices of an icosahedron whose mesh is subdivided three times. The occupancy loss ($L_{\text{occ}}$) instead uses $N_{\text{occ}} = 10,000$ points randomly sampled from within a unit cube. The model is trained on a single NVIDIA RTX 4090 24GB GPU.

During implementation, the range of predicted superquadric parameters is restricted. For example, the size and translation parameters are respectively restricted to $\alpha \in [0.01, 0.5]^2$ and $t \in [-0.5, 0.5]^3$ in order to fit the assembly within a unit cube as is done for the ground-truth 3D meshes. Furthermore, the shape parameters are restricted to $\epsilon \in [0, 1]^2$. The shape parameters are generally lower-bounded with a small positive value in literature to prevent numerical instability when computing gradients of Eqs. \ref{eq:shape}. However, this work can ignore such lower-bounds when using the Eqs. \ref{eq:shape}, \ref{eq:shape_2} based on dual superquadrics. The primitives with $\epsilon > 1$ are also ignored since shapes in this regime (e.g., octahedra) are rarely found in spacecraft. The tapering parameters are also restricted to $k \in [-1, 1]^2$.

Finally, when sampling surface points for $L_{\text{chamfer}}$, the points internal to any superquadric primitive are ignored in order to sample from the surface of an overall assembly. This is done using the occupancy function of Eq. \ref{eq:occupancy} – if the point is deemed inside any of the primitive, that point is removed from the point cloud. Any visualization of the point clouds shown in this section follows the same process of removing overlapping points.

**B. Evaluation Metrics**

Apart from qualitative results, the quality of reconstructed assemblies is measured using two quantitative metrics. First, following the general practice in literature \cite{qualitative, quantitative}, this work reports the Chamfer-$\ell_1$ distance which is simply equivalent to $L_{\text{chamfer}}$ but with $\ell_1$-norm. Second, the 2D IoU between the $Y_{\text{mask}}$ and $R(\lambda, X_{\text{pose}})$ is reported. Note that unlike in training where $Y_{\text{pose}}$ is used for rendering, here the predicted pose $X_{\text{pose}}$ is used in order to measure the quality of both the assembly and the predicted pose simultaneously. Finally, the rotation error ($E_R$) in Eq. \ref{eq:rotation} is reported in degrees. The translation error is not reported since the range of relative distance is very limited as explained in Section \ref{sec:translation}.
### Table 1  Quantitative evaluation of performance metrics on different training loss configurations. Arrows indicate the direction towards better performance. Bold faces indicate the best performance.

<table>
<thead>
<tr>
<th>Config.</th>
<th>validation</th>
<th></th>
<th>test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Chamfer-$\ell_1$ (↓)</td>
<td>$E_R[^\circ]$ (↑)</td>
<td>IoU (2D) (↑)</td>
</tr>
<tr>
<td>(a) $L_{\text{chamfer}} + L_{\text{reproj}}$</td>
<td>0.054 ± 0.026</td>
<td>60.8 ± 56.1</td>
<td>0.594 ± 0.183</td>
<td>0.146 ± 0.084</td>
</tr>
<tr>
<td>(b) $L_{\text{occ}} + L_{\text{reproj}}$</td>
<td>0.592 ± 0.081</td>
<td>60.3 ± 55.8</td>
<td>0.599 ± 0.173</td>
<td>0.663 ± 0.091</td>
</tr>
<tr>
<td>(c) $L_{\text{chamfer}} + L_{\text{occ}}$</td>
<td>0.085 ± 0.054</td>
<td>59.4 ± 55.2</td>
<td>0.583 ± 0.173</td>
<td>0.139 ± 0.075</td>
</tr>
<tr>
<td>(d) $L_{\text{chamfer}} + L_{\text{occ}} + L_{\text{reproj}}$</td>
<td>0.076 ± 0.038</td>
<td>59.6 ± 53.8</td>
<td>0.584 ± 0.181</td>
<td>0.143 ± 0.078</td>
</tr>
</tbody>
</table>

**Fig. 8** Visualization of reconstructed assemblies using different training configurations.

#### C. Ablation Studies: Loss Functions

The experiment first begins with an ablation study where different configurations of supervised loss functions ($L_{\text{chamfer}}$, $L_{\text{occ}}$, $L_{\text{reproj}}$) are used during training. Table 1 and Fig. 8 respectively show the quantitative and qualitative comparisons for different evaluation metrics. First, it is immediately obvious that removing the Chamfer loss is detrimental to the reconstruction quality as evidenced by large values of Chamfer-$\ell_1$ distance in both validation and test sets. However, despite having the largest Chamfer distance by the factor of nearly seven compared to the runner-up in the validation set, configuration (b) without Chamfer loss still performs the best in terms of the IoU metric when reprojected to the 2D space using $X_{\text{pose}}$. This suggests that the 2D IoU might not be the best metric for coarse shapes such as superquadrics compared to other representations such as meshes that can model fine-grained details.
Table 2  Quantitative evaluation of performance metrics on a different number of primitives ($M$). Arrows indicate the direction towards better performance. Bold faces indicate the best performance.

<table>
<thead>
<tr>
<th>$M$</th>
<th>validation</th>
<th></th>
<th></th>
<th>test</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chamfer-$\ell_1$ (↓)</td>
<td>$\theta_R$ (°) (↓)</td>
<td>IoU (2D) (↑)</td>
<td>Chamfer-$\ell_1$ (↓)</td>
<td>$\theta_R$ (°) (↓)</td>
<td>IoU (2D) (↑)</td>
</tr>
<tr>
<td>4</td>
<td>0.057 ± 0.028</td>
<td>59.2 ± 55.0</td>
<td>0.590 ± 0.184</td>
<td>0.150 ± 0.085</td>
<td>123.7 ± 45.9</td>
<td>0.477 ± 0.154</td>
</tr>
<tr>
<td>5</td>
<td>0.054 ± 0.026</td>
<td>60.8 ± 56.1</td>
<td>0.594 ± 0.183</td>
<td>0.146 ± 0.084</td>
<td>127.1 ± 45.0</td>
<td>0.476 ± 0.151</td>
</tr>
<tr>
<td>6</td>
<td>0.053 ± 0.025</td>
<td>61.9 ± 55.6</td>
<td>0.585 ± 0.187</td>
<td>0.141 ± 0.078</td>
<td>123.6 ± 46.1</td>
<td>0.473 ± 0.149</td>
</tr>
<tr>
<td>7</td>
<td>0.052 ± 0.026</td>
<td>61.1 ± 55.8</td>
<td>0.590 ± 0.186</td>
<td>0.137 ± 0.074</td>
<td>124.0 ± 46.2</td>
<td>0.470 ± 0.148</td>
</tr>
<tr>
<td>8</td>
<td>0.051 ± 0.025</td>
<td>59.2 ± 55.1</td>
<td>0.594 ± 0.186</td>
<td>0.137 ± 0.081</td>
<td>125.3 ± 46.3</td>
<td>0.472 ± 0.146</td>
</tr>
</tbody>
</table>

Fig. 9  Visualization of reconstructed assemblies using different numbers of primitives.

Moreover, adding $L_{occ}$ results in worse performance in the validation set as shown in the difference between (a) and (d). This can be explained by the fact that satellites include extremely thin structures such as solar panels, which means it is less likely that one can sample enough points internal to these structures compared to more common objects in ShapeNet such as chairs and planes. Therefore, the occupancy loss operates with highly imbalanced occupancy labels, potentially interfering with supervisory labels for other more reliable loss functions. On the other hand, adding $L_{reproj}$ results in better reconstruction quality in the validation set as shown in the difference between (c) and (d) thanks to the additional supervision from the differentiable rendering. The same observation cannot be said for the test set; however, the Chamfer-$\ell_1$ metrics are comparable for (a), (c) and (d) configurations with $L_{chamfer}$. Considering that the test results are in general worse than the validation results due to the fact that the CNN is trained on an extremely restricted dataset and that the test models have not been observed during the training, the mismatching performance trends on the test set carry less importance than the validation set. Therefore, moving forward, the analyses focus on the models trained with the configuration (a) based on its superior performance on the validation set.
One can also make an interesting observation from Fig. 8 that the assemblies predicted with configuration (a) always associate one primitive for each solar panel on both validation and test models, whereas all other configurations tend to allocate a single primitive for both extended panels. It is likely that such a phenomenon can be attributed to the effect of the occupancy loss. Finally, while the performance on unknown models of the test set is generally worse, one can still see from Fig. 8b that the high-level structure of the target (e.g., one solar panel, two panels) can still be captured by the superquadric assemblies most of the time from single 2D images.

D. Ablation Studies: Number of Primitives

Next, the number of primitives ($M$) is varied from 4 to 8. Table 2 clearly shows that using more primitives in assemblies improves the Chamfer-$\ell_1$ metric but with diminishing return as more primitives are added. This makes sense since more primitives allow for depicting complex structures with improved accuracy. The qualitative examples from Fig. 9 also support the same trend for the most part, as the primitives predicted with $M = 7$ or 8 tend to better associate each primitive with distinct parts of the target satellites in the validation. On the test set, Fig. 9b again indicates that the CNN can abstract high-level structural characteristics of the target satellites most of the time, but the predictions are very sensitive due to lack of training data.

E. Per-Model Performance Analyses

Figure 10 provides the mean and standard deviation of different metrics for each validation and test model. In terms of the Chamfer-$\ell_1$ distance, there is a stark contrast in performance between validation and test sets. Interestingly, the distance is on par with those of the validation set for the local-1300com-main and smart_1 test models which both have two symmetric extended solar panels. This is one of the most common types of structures in the training set, which makes it easier for CNN to predict the correct shapes for these two models despite having never observed them during training. On the other hand, the distance for the eo-1_final is particularly large because it has a unique structure (i.e., a single solar panel extended in angle) that no other models in the training set even remotely resemble. See Figs. 8b, 9b.
(a) Validation

(b) Test

Fig. 11  Visualization of reconstructed models on a few example models from both validation and test sets. Each predicted assembly corresponds to different image inputs for the same models.

for comparison as it visualizes the test models from top to bottom in the order presented in Fig. [10].

For the rotation errors, the mean performance on each model in the validation test varies significantly. However, investigating the individual models, it is found that many of those with the highest errors (e.g., dawn_19, deep_space_1_11, rosetta) are symmetric satellites with two extended solar panels. Even for known targets, it would be difficult to correctly disambiguate the viewpoint if the target is symmetric. On the other hand, the rotation errors for the test set show consistently high errors for all models.

Finally, more qualitative examples are provided in Fig. [12] which visualizes the predicted assemblies, reprojected silhouettes and the point clouds converted from the assemblies. Figure [11] instead shows the reconstructed assemblies for different input images of the same models. Note that the predicted assemblies are quite consistent across different inputs for the validation set. However, it is still possible that, depending on the view of the target and the illumination conditions in the input image, the CNN may predict a completely different structure (e.g., npp_16). On the other hand, the consistency is degraded on the test set. For example, the galileo_actual_05 model is predicted correctly as having a single extended boom half of the time, but the other half of the predictions incorrectly reconstruct the assembly as having two extended solar panels. Again, such sensitivity is expected due to the limited quantity of available training models; however, it is still remarkable that the correct shape can be inferred most of the time from a single 2D image.

VII. Conclusion

This work introduces for the first time a Convolutional Neural Network (CNN) architecture and the training pipeline to simultaneously reconstruct the 3D structure of an unknown target spacecraft and estimate its pose with respect to the servicer. The 3D structure is represented as an assembly of a fixed number of superquadric primitives, allowing compact representation using only a handful of parameters. Novel formulations of the superquadrics are introduced to enable numerically stable evaluation of points on or within a superquadric primitive for all shape parameters and gradient-based learning. Furthermore, this work also introduces a novel dataset comprising 64 different satellite models and high-quality images rendered using the Unreal Engine. The proposed CNN is trained with the dataset, and the experimental results reveal that, while the proposed model performs poorly on unknown targets due to a lack of satellite models in the training dataset, it is still able to capture the correct high-level structures of the satellites (e.g., single solar panel, two symmetric solar panels) most of the time from single 2D images.

The results of this work pave the way forward for many different aspects of the proposed algorithm. First, the proposed architecture uses a fixed number of primitives, but it can be improved to predict a variable number of primitives depending on the complexity of the target model. The immediate next step would be to incorporate the proposed architecture into a sequential filter for Simultaneous Navigation and Characterization (SNAC) to either continuously refine the predicted superquadric primitive parameters or use the initially predicted assemblies to kick off subsequent
Fig. 12 (First row) Input image; (Second row) Reprojected silhouette based on predicted assembly and pose; (Third row) Predicted assembly; (Fourth row) Point clouds converted from the assemblies; (Fifth row) Ground-truth mesh.
SNAC algorithms based on point clouds. Finally, for the proposed supervised learning approach to properly work, the dataset size must be increased by either reassembling existing satellite parts to create new spacecraft models or developing a generative model to output new spacecraft mesh models by training on existing sparse data.

**Appendix: Derivation of Eq. 8**

Recall that a point can be sampled on the surface of a superquadric with parameters \((\alpha, \epsilon)\) using a dual approach, which entails first sampling points from two 2D superellipses each parametrized with \((1, \alpha_3, \epsilon_1)\) and \((\alpha_1, \alpha_2, \epsilon_2)\) using Eq. 6 then performing a spherical product as shown in Eq. 7. Combining these two equations yield

\[
\begin{bmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{bmatrix} =
\begin{bmatrix}
x/\gamma_1 \gamma_2 a_1 \\
y/\gamma_1 \gamma_2 a_2 \\
z/\gamma_1 a_3
\end{bmatrix} =
\begin{bmatrix}
(\cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta)(\cos^{\epsilon_2} \omega + \sin^{\epsilon_2} \omega) \\
(\cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta)(-\cos^{\epsilon_2} \omega + \sin^{\epsilon_2} \omega) \\
(-\cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta)
\end{bmatrix}
\]

(21)

where \( \mathbf{r}_{\text{dual}}(\eta, \omega) = [x \ y \ z]^T \), \( \epsilon_i \) denotes the dual shape parameter for the ease of notation, and \( \gamma_i = 2^\epsilon_i/2-1 \).

First, manipulating \((\bar{x}, \bar{y})\), one can obtain

\[
\frac{\bar{x} + \bar{y}}{2} = (\cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta) \sin^{\epsilon_2} \omega
\]

(22)

\[
\frac{\bar{x} - \bar{y}}{2} = (\cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta) \cos^{\epsilon_2} \omega
\]

(23)

Then, it follows that

\[
\left(\frac{\bar{x} + \bar{y}}{2}\right)^2 + \left(\frac{\bar{x} - \bar{y}}{2}\right)^2 = \cos^{\epsilon_1} \eta + \sin^{\epsilon_1} \eta
\]

(25)

due to the Pythagorean identity. Note that the left-hand side is equivalent to \( \phi(\bar{x}, \bar{y}, \epsilon_2) \) as defined in Eq. 9. Now, one can repeat the same process for \( \phi(\bar{x}, \bar{y}, \epsilon_2, \bar{z}) \):

\[
\phi(\bar{x}, \bar{y}, \epsilon_2) + \bar{z} = \sin^{\epsilon_1} \eta
\]

(26)

\[
\phi(\bar{x}, \bar{y}, \epsilon_2) - \bar{z} = \cos^{\epsilon_1} \eta
\]

(27)

and

\[
\left(\frac{\phi(\bar{x}, \bar{y}, \epsilon_2) + \bar{z}}{2}\right)^\frac{\eta}{\gamma_1} + \left(\frac{\phi(\bar{x}, \bar{y}, \epsilon_2) - \bar{z}}{2}\right)^\frac{\eta}{\gamma_1} = 1
\]

(29)

again due to the same identity. The left-hand side is equivalent to \( \phi(\phi(\bar{x}, \bar{y}, \epsilon_2), \bar{z}, \epsilon_1) \), which concludes the derivation.
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